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CHAPTER 1

Introduction

Minkowski’s two theorems on successive minima were the beginning of the subfield

of mathematics called “Geometry of Numbers”. Currently, the term “Geometry

of Numbers” is considered outdated, as it is generally regarded as a collection of

problems relating convex bodies with lattices in a finite dimensional real vector

space.

Minkowski’s first theorem was proven in 1896 [Min96], and was used by

Minkowski himself in order to obtain a lower bound on the absolute value of the

discriminant of a number field. This implies that no nontrivial extension of Q is

unramified at all primes, and is a key result towards the proof of the Kronecker-

Weber theorem, which states that any abelian extension of Q is contained in a

cyclotomic extension of Q. Furthermore, the Hermite-Minkowski theorem, as-

serting that there are finitely many number fields of bounded discrriminant, is

also a consequence of Minkowski’s first theorem on successive minima. This im-

plies further that there are finitely many extensions of Q of bounded degree,

unramified outside a finite set of primes. Minkowski’s first theorem was also used

by Faltings in proving Mordell’s conjecture regarding rational points on algebraic

curves.

Some definitions and notations are in order:

Definition. A subset K of ⊂ Rd is called a convex body if it is convex, compact
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and has nonempty interior. The set of all convex bodies in Rd will be denoted

as Kd, and the subset of all its 0-symmetric elements will be denoted as Kd0 (a

subset S of Rd will be called 0-symmetric when it is symmetric with respect to

the origin, i.e., x ∈ S if and only if −x ∈ S).

Definition. A subset Λ of Rd is called a lattice if it forms the Z-span of a basis for

Rd (alternatively, we could require that Λ is a discrete subgroup of Rd, having full

rank). If e1, e2, . . . , ed is such a basis, then the absolute value of the determinant

of the matrix having as columns these vectors, is defined to be the determinant

of Λ, and is simply denoted as d(Λ). This is also equal to the volume (i.e., d-

dimensional Lebesgue measure) of a fundamental parallelepiped of Λ. It should

be noted that d(Λ) is independent of the choice of basis for Λ.

Minkowski’s first theorem first appeared in this form, where K ∈ Kd0 and

Λ ∈ Ld:

If vol(K) > 2d · d(Λ), then K contains a nonzero lattice point of Λ.

A proof is as follows, let P be a fundamental parallelepiped of Λ. Then

vol(1
2
K) =

∑
v∈Λ

vol(1
2
K ∩ (v + P ))

or equivalently

vol(1
2
K) =

∑
v∈Λ

vol((1
2
K + v) ∩ P ). (1.1)

By hypothesis,

vol(P ) = d(Λ) 6 2−d vol(K) = vol(1
2
K),

so if the family of convex bodies 1
2
K+v, v ∈ Λ is pairwise disjoint, we would have

vol(1
2
K) 6 d(Λ) by (1.1), thus vol(1

2
K) = vol(P ). The complement of the union⋃

v∈Λ(1
2
K+v) is open and invariant under translation by a lattice vector of Λ. The
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intersection of this complement with P has measure zero since vol(1
2
K) = vol(P ),

or by (1.1) ∑
v∈Λ

vol((1
2
K + v) ∩ P ) = vol(P ).

Therefore, this complement has measure zero, and since it is open, it must be

empty, implying that 1
2
K and its translates by Λ cover the entire space. However,

this also implies that the distance between the closed sets 1
2
K and

⋃
v∈Λ,v 6=0(1

2
K+

v) is zero, and since both sets are closed they must intersect one another, yielding

a contradiction. Thus, the family 1
2
K + v, v ∈ Λ is not pairwise disjoint, so there

exist v, w ∈ Λ, v 6= w, such that 1
2
K+v and 1

2
K+w have nonempty intersection.

Say that x, y ∈ 1
2
K satisfy x+ v = y+w. Then x− y = w− v ∈ Λ \ {0}, and by

convexity and 0-symmetry of K, we have x− y ∈ K. So, finally, the intersection

of K by Λ contains a nontrivial point.

Minkowski introduced the notion of the successive minima of K ∈ Kd0 with

respect to a lattice Λ:

Definition. The ith successive minimum of K ∈ Kd0 with respect to Λ ∈ Ld,

denoted by λi = λi(K,Λ), is the least positive real number λ such that the dilate

λK contains at least i linearly independent lattice points of Λ.

In particular, λ1K is the smallest dilate of K that contains a nontrivial lattice

point of Λ. Thus, Minkowski’s first theorem can be reformulated as follows:

Theorem 1.1. Let K ∈ Kd0 and Λ ∈ Ld. Then

vol(K) 6

(
2

λ1(K,Λ)

)d
d(Λ). (1.2)

Proof. Let λ be an arbitrary positive real, satisfying λ < λ1(K,Λ). If

vol(λK) > 2dd(Λ),
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then λK contains a nontrivial point of Λ, contradicting the definition of λ1(K,Λ).

Therefore,

vol(λK) < 2dd(Λ)

for all λ < λ1, yielding the desired inequality.

Another obvious property of the successive minima is the following set of

inequalities

0 < λ1(K,Λ) 6 λ1(K,Λ) 6 · · · 6 λd(K,Λ) < +∞.

Minkowski’s second theorem provides a stronger inequality than (1.2).

Theorem 1.2. Let K ∈ Kd0 and Λ ∈ Ld. Then

1

d!

d∏
i=1

2

λi(K,Λ)
6

vol(K)

d(Λ)
6

d∏
i=1

2

λi(K,Λ)
. (1.3)

Apart from those mentioned in the beginning of this chapter, Theorem 1.1

has many deep applications, especially in number theory. In particular, Theorem

1.1 is very useful in the theory of quadratic forms, as well as Diophantine ap-

proximation. It usually serves as an existence theorem; it provides the existence

of solutions of certain Diophantine equations satisfying certain properties, that

define a centrally symmetric convex body.

Theorem 1.2 does not share this variety of applications, but nevertheless there

have seen many attempts to strengthen inequality (1.3) or generalize it to other

settings. In particular, there are versions of Theorem 1.2 in the discrete setting

(where the volume is replaced by the lattice point enumerator) and the adelic

setting, where instead of finite dimensional real vector spaces we deal with convex

bodies in adelic fibres. One notable application of a discrete analogue of Theorem

1.2 was used by Gaudron [Gau09] in the adelic setting to prove an adelic analogue

of Siegel’s lemma.
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In Chapter 2 we present the attempts for stating and proving discrete ana-

logues of Minkowski’s two theorems, as well as the author’s contributions.

Chapter 3 will include a notable generalization by Davenport, and Appendix

A will provide a proof of Theorem 1.2 motivated by the ideas of Chapter 2.
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CHAPTER 2

Discrete analogues

2.1 A conjecture by Betke, Henk, and Wills

In 1993, Betke, Henk, and Wills [BHW93] attempted to establish similar results

for the lattice point enumerator, instead of the volume of a convex body.

Definition. Let K ∈ Kd and Λ ∈ Ld. The lattice point enumerator of K with

respect to Λ is simply the cardinality of the intersection K ∩ Λ, and is denoted

as G(K,Λ). When Λ is the standard lattice Zd, we will simply write G(K).

G(λK,Λ) approximates vol(λK)/d(Λ) as λ tends to infinity, but for small λ,

there is no good relation between these two quantities. Hence it is interesting

to see whether similar bounds exist for G(K,Λ). For Minkowski’s first theorem,

Betke, Henk, and Wills were successful; they proved that such a bound exists for

G(K,Λ).

Theorem 2.1. Let K ∈ Kd0 and Λ ∈ Ld. Then

G(K,Λ) 6

[
2

λ1(K,Λ)
+ 1

]d
. (2.1)

Proof. Let

q1 =

[
2

λ1(K,Λ)
+ 1

]
.

It suffices to show that all lattice points of K are pairwise incongruent modulo

q1. Assuming otherwise, there should exist two such points, say x, y ∈ K ∩ Λ,
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x 6= y, congruent modulo q1. Then the point 1
q1

(x − y) would be a lattice point

of Λ. Furthermore, by 0-symmetry and convexity of K, and the fact that 2/q1 <

λ1(K,Λ) we have

1

q1

(x− y) =
1

2

(
2

q1

x

)
+

1

2

(
− 2

q1

y

)
∈ 2

q1

K ⊂ int(λ1(K,Λ)K),

which contradicts the definition of λ1(K,Λ). So, our initial assertion is true, and

we obtain 2.1.

For Minkowski’s second theorem, they proposed a conjecture for the discrete

case, which they verified up to the planar case.

Conjecture 2.2. Let K ∈ Kd0 and Λ ∈ Ld. Then

G(K,Λ) 6
d∏
i=1

[
2

λi(K,Λ)
+ 1

]
. (2.2)

It should be noted that the above statements are stronger than the corre-

sponding theorems of Minkowski, due to a simple argument involving the Rie-

mann integral. Indeed, using just the definition we would have

vol(K)

d(Λ)
= lim

r→0
rdG(K, rΛ) 6 lim

r→0

d∏
i=0

r

[
2

λi(K, rΛ)
+ 1

]
=

d∏
i=1

2

λi(K,Λ)
.

In the same paper, Betke, Henk, and Wills, proved a weaker inequality for

G(K,Λ), namely

G(K,Λ) 6
d∏
i=1

(
2i

λi(K,Λ)
+ 1

)
, (2.3)

so roughly

G(K,Λ) = O(d!)
d∏
i=1

[
2

λi(K,Λ)
+ 1

]
,

which is inequality (2.2) with an additional factor, which is roughly equal to d!.

Later, in 2002, Henk [Hen02] managed to improve inequality (2.3) by replacing
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the factorial by an exponential factor of magnitude 2d−1, and in 2009, the author

decreased the base to 3
√

40/9 ≈ 1.64414 [Mal09b], as well as proving the 3-

dimensional case [Mal09a]. The method used for this case uses induction on the

dimension, and it seems that it can be generalized in order to obtain the full

result. Some obstructions arise, that necessitate the proof of stronger lemmata.

We will provide some reductions of Conjecture 2.2 at the end of this chapter.

2.2 Some definitions, notations, and lemmata

In the course of developing the inductive method mentioned at the end of the

previous section, it was necessary to bound lattice point enumerators of convex

bodies that are not 0-symmetric. Therefore, it was necessary to extend the def-

inition of successive minima for these bodies as well. The most natural way to

extend is the following:

Definition. Let K ∈ Kd, Λ ∈ Ld. The successive minima of K are defined to be

the same as those of the 0-symmetric convex body 1
2
DK, that is

λi(K,Λ) := λi(
1
2
DK,Λ),

where DK := K −K = {x− y|x, y ∈ K}.

Notation. Let K ∈ Kd, Λ ∈ Ld. By definition of the successive minima λi(K,Λ),

there are d linearly independent lattice vectors ai, 1 6 i 6 d, such that

ai(K,Λ) ∈ λi(K,Λ)
2

DK ∩ Λ.

We will denote a choice of such vectors by ai(K,Λ) for all i. We then construct

a basis of Λ, denoted by ei, 1 6 i 6 d, such that

lin(a1, . . . , ai) = lin(e1, . . . , ei)
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for all i, 1 6 i 6 d. We will denote a choice of such vectors by ei(K,Λ). Further-

more, we define the following subgroups of Λ:

Λi := Ze1 ⊕ · · · ⊕ Zei,

which we denote by Λi(K). Finally, we define

qi(K,Λ) :=

[
2

λi(K,Λ)
+ 1

]
.

We will suppress mention of K and Λ when no contradiction arises, and simply

write ai, ei,Λi, qi respectively. In particular, when Λ is the standard lattice Zd,

we will always suppress mention of the lattice, and write ai(K), ei(K), qi(K).

Furthermore, conv(A) will denote the convex hull of a set A ⊂ Rd. When A is a

union of a single point v and another set K, we will write conv(v,K).

It should be noted that there is an abuse of notation here; it is evident that the

choice of the ai’s and the ei’s, as well as the Λi’s, is not always unique. However,

by this notation we shall always mean a choice of vectors or subgroups with the

above properties. The main property that will be used later is

int(λi

2
DK) ∩ Λ ⊂ Λi−1 (2.4)

Lemma 2.3. Let K ∈ Kd, Λ ∈ Ld. For each real ni, satisfying ni > 2/λi, we

have

DK ∩ ni(Λ \ Λi−1) = ∅

In particular,

int(DK) ∩ 2

λi
(Λ \ Λi−1) = ∅

Proof. Assume otherwise; then the intersection

1
ni

DK ∩ (Λ \ Λi−1)
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would be nonempty. The left part of this intersection is a subset of

int(λi

2
DK),

since ni > 2/λi. Therefore, the intersection

int(λi

2
DK) ∩ (Λ \ Λi−1)

is nonempty, contradicting (2.4) above, as was to be shown.

The following is an adaptation of Lemma 2.1 in [Hen02], for the case of all

convex bodies, not necessarily 0-symmetric. Even though the proof is identical,

we provide it here for convenience.

Lemma 2.4. Let K ∈ Kd and Λ, Λ̃ ∈ Ld, with Λ̃ ⊂ Λ. Then

G(K,Λ) 6
d(Λ̃)

d(Λ)
G(DK, Λ̃). (2.5)

Proof. Let m = G(DK, Λ̃) and suppose there exist at least m+1 different lattice

points v1, . . . , vm+1 ∈ K ∩ Λ such that vi ≡ v1 mod Λ̃, 1 6 i 6 m+ 1. Then we

have

vi − v1 ∈ DK ∩ Λ̃, 1 6 i 6 m+ 1,

which contradicts the assumption m = G(DK, Λ̃). Thus we have shown that

every residue class of Λ with respect to Λ̃ does not contain more than m points

of K ∩Λ. Since there are precisely d(Λ̃)/d(Λ) different residue classes, we obtain

the desired bound.

The following two lemmata will be used for the proof of inequality (2.2) in

the 3-dimensional case. Notice that they are statements in d dimensions.

Lemma 2.5. Let K ⊂ Rd be a convex body, Λ ∈ Ld, such that K ∩Λ = ∅. Then

there is some v ∈ Λ such that for any real t > 1,

K ∩ (v + tΛ) = ∅.
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Proof. Take v ∈ Λ such that #(conv(v,K) ∩ Λ) is minimal. If this number is

greater than 1, then there is some w ∈ Λ, w 6= v, such that w ∈ conv(v,K).

Hence, conv(w,K) ⊂ conv(v,K), and v /∈ conv(w,K), contradicting the min-

imality of #(conv(v,K) ∩ Λ). Thus, conv(v,K) ∩ Λ = {v}. We claim that

K ∩ (v + tΛ) = ∅, for all t > 1. Suppose not; then there is some u ∈ Λ such

that v + tu ∈ K, for some t > 1. By convexity, and the fact that t > 1, we

get v + u ∈ conv(v,K), which implies u = 0, so v ∈ K, a contradiction, since

K ∩ Λ = ∅. This concludes the proof.

The next lemma generalizes the above:

Lemma 2.6. Let K ⊂ Rd be a convex body, and Λ ∈ Ld. Let S ⊂ Λ be finite,

and r be a positive integer, such that

(1) (K − S) ∩ rΛ = ∅.

(2) DS ∩ r(Λ \ {0}) = ∅.

Now, let t > r be an integer. There is a set S ′ ⊂ Λ, obtained by translating each

v ∈ S by some vector r · w(v), where w(v) ∈ Λ, such that

(1)′ (K − S ′) ∩ tΛ = ∅.

(2)′ DS ′ ∩ t(Λ \ {0}) = ∅.

Proof. The proof proceeds by induction on #(S). If #(S) = 1; i.e., S = {v}, we

use lemma 2.5 for K − v and the lattice rΛ. Since t > r, there is some w(v) ∈ Λ,

such that (K − v)∩ (r ·w(v) + tΛ) = ∅. Put S ′ = {v+ r ·w(v)}, and we see that

(1)′ is satisfied. It should be noted that when #(S) = 1, conditions (2) and (2)′

hold vacuously.
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Now, assume that #(S) > 1. Take v ∈ S + rΛ, such that #(conv(v,K) ∩

(S + rΛ)) is minimal. Again, as in the proof of Lemma 2.5, we must have

conv(v,K) ∩ (S + rΛ) = {v}. Apply induction for K̃ = conv(v,K) and S̃ =

S\(S∩(v+rΛ)); we have #(S̃) = #(S)−1. Let’s see why (1) and (2) are satisfied

for K̃, S̃ (same r,Λ); (2) is obviously satisfied, as S̃ ⊂ S. If (1) were not satisfied,

then there would be some w ∈ S̃ and u ∈ Λ such that w + ru ∈ conv(v,K). By

the minimality assumption, w + ru = v. But v /∈ S̃ + rΛ, a contradiction. Thus,

(1) and (2) hold for K̃, S̃, and by induction there is some S ⊂ Λ, obtained from

S̃ by translating each u ∈ S̃ by r · w(u), w(u) ∈ Λ, such that

(K̃ − S) ∩ tΛ = ∅, (2.6)

and

DS ∩ t(Λ \ {0}) = ∅. (2.7)

Now, set S ′ = S ∪ {v}. (2)′ is satisfied for S ′; if x, y ∈ S, then x− y /∈ t(Λ \ {0})

from (2.7). If x ∈ S and y = v, then again from above, v − x /∈ tΛ, since v ∈ K̃.

If x = y = v, we have nothing to prove, so

DS ′ ∩ t(Λ \ {0}) = ∅.

(1)′ is also satisfied for K,S ′; suppose not. Then, there is some w ∈ S ′, u ∈ Λ such

that w+tu ∈ K. If w ∈ S, then w+tu ∈ K̃, which contradicts (K̃−S)∩tΛ = ∅. If

w = v, then v+tu ∈ K, and by convexity, v+ru ∈ K, hence u = 0, by minimality

assumption, and v ∈ K, a contradiction. This concludes the proof.

2.3 The general case

2.3.1 Henk’s inequality

Henk’s inequality is the following:

12



Theorem 2.7. Let K ∈ Kd0 and Λ ∈ Ld. Then

G(K,Λ) 6 2d−1

d∏
i=1

qi(K,Λ). (2.8)

We will not present Henk’s proof of Theorem 2.7 here, but rather modify it

in order to obtain a stronger result, from which Theorem 2.7 follows. It should

be noted that the proof resembles Rogers’ proof [Rog49] for an upper bound

on vol(K), involving the density of the densest lattice packing, in an attempt

towards Davenport’s problem (which we will see in chapter 3).

2.3.2 An optimization problem

Theorem 2.8. Let K ∈ Kd, Λ ∈ Ld, qi = qi(K,Λ). Let also n1, . . . , nd be a

sequence of integers satisfying

• ni+1 divides ni, 1 6 i 6 d− 1.

• qi 6 ni, 1 6 i 6 d.

Then,

G(K,Λ) 6
d∏
i=1

ni.

Proof. Let ei = ei(K,Λ) and define

Λ̃ = Zn1e
1 ⊕ · · · ⊕ Znded.

By Lemma 2.4,

G(K,Λ) 6
d(Λ̃)

d(Λ)
G(DK, Λ̃) = G(DK, Λ̃)

d∏
i=1

ni.

It suffices to prove that G(DK, Λ̃) = 1, or equivalently

DK ∩ (Λ̃ \ {0}) = ∅.

13



This follows from Lemma 2.3 and the fact that

Λ̃ \ {0} ⊂
d⋃
i=1

ni(Λ \ Λi−1)

(recall that ni > qi > 2/λi). Indeed, let g ∈ Λ̃ \ {0} be arbitrary, and let k be

minimal such that

g ∈ Zn1e
1 ⊕ · · · ⊕ Znkek.

Since nk divides all n1, . . . , nk−1 by assumption, we have g ∈ nkΛ. By minimality

of k, we also have g /∈ Λk−1, hence g ∈ nk(Λ \ Λk−1) as desired.

As a simple consequence we can extend Theorem 2.1 to the non-symmetric

case.

Corollary 2.9. Let K ∈ Kd, Λ ∈ Ld. Then

G(K,Λ) 6 q1(K,Λ)d.

Proof. The numbers n1 = · · · = nd = q1 satisfy the hypotheses of Theorem

2.8.

At this point, we may wonder what is the least possible value that the product

of the ni’s in Theorem 2.8 can take relative to the product of the qi’s. We are

naturally led to the following definition.

Definition. Let Cd denote the least positive constant, such that for any sequence

of d integers, 0 < x1 6 x2 6 · · · 6 xd, there exists a sequence of integers

y1, y2, . . . , yd satisfying:

a. xi 6 yi, for all i, 1 6 i 6 d

b. yi divides yi+1, for all i, 1 6 i 6 d− 1

14



c.
y1y2 · · · yd
x1x2 · · ·xd

6 Cd.

Using this definition, we have:

Corollary 2.10. Let K ∈ Kd, Λ ∈ Ld. Then:

G(K,Λ) 6 Cd

d∏
i=1

qi(K,Λ).

Henk [Hen02] essentialy proved the following:

Proposition 2.11. Cd 6 2d−1.

Proof. It suffices to put y1 = x1, and inductively construct xi 6 yi < 2xi, such

that yi|yi+1. Such a construction is possible; assuming that we have constructed

y1, . . . , yk, satisfying the above requirements we now construct yk+1. If xk+1 6 yk,

we simply set yk+1 = yk. Obviously, xk+1 6 yk+1 < 2xk 6 2xk+1. Otherwise,

we consider the euclidean division of xk+1 by yk, say xk+1 = m · yk + r, where

0 6 r < yk. Then, setting yk+1 = (m+1)yk satisfies the desired requirements.

In order to obtain a better estimate on Cd, we drop the hypothesis on inte-

grality of the xi’s and yi’s; in this setting, yi|yi+1 means yi+1/yi ∈ Z. We call the

corresponding constant cd:

Definition. Let cd denote the least positive constant, such that for any sequence

of d positive real numbers, x1 6 x2 6 · · · 6 xd, there exists a sequence of real

numbers y1, y2, . . . , yd satisfying:

a. xi 6 yi, for all i, 1 6 i 6 d

b. yi+1/yi ∈ Z, for all i, 1 6 i 6 d− 1

c.
y1y2 · · · yd
x1x2 · · ·xd

6 cd.
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We will later prove that cd 6 Cd. The following lemma was proven by Rogers

in [Rog49] and independently by Chabauty in [Cha49]. We provide a proof here,

for convenience (see also [GL87], p.190):

Lemma 2.12. (Rogers) cd = 2(d−1)/2.

Proof. For each i, 1 6 i 6 d, we construct the sequence yi1, . . . , y
i
d that satisfies

yii = xi, yij = 2aijxi, for j 6= i where aij = −
[
log2

xi
xj

]
.

In other words, aij is the unique integer satisfying

xj 6 2aijxi < 2xj.

Therefore,

log2

yij
xj

= {log2 xi − log2 xj} ,

for all j, so

log2

yi1 · · · yid
x1 · · · xd

=
d∑
j=1

{log2 xi − log2 xj} .

Summing over all i, we obtain

d∑
i=1

log2

yi1 · · · yid
x1 · · ·xd

=
d∑

i,j=1

{log2 xi − log2 xj} .

For any pair (i, j) with i 6= j, {log2 xi − log2 xj} + {log2 xj − log2 xi} 6 1 (for

i = j it vanishes). Since there are d(d− 1)/2 such pairs, we get

d∑
i=1

log2

yi1 · · · yid
x1 · · ·xd

6
d(d− 1)

2
.

Hence, there is an index i such that

log2

yi1 · · · yid
x1 · · ·xd

6
d− 1

2

16



and thus
yi1 · · · yid
x1 · · ·xd

6 2
d−1
2 .

Since the increasing sequence x1, . . . , xd is arbitrary, we have cd 6 2(d−1)/2. We

will show, by an example, that cd = 2(d−1)/2; let xi = 2(i−1)/d. Let y1, . . . , yd be

an increasing sequence satisfying xi 6 yi and yi|yi+1 for all i. Dividing all yi’s by

an appropriate number, we may assume that xi = yi for some i. Since xd < 2,

we must have yj = xi for all j 6 i and of course yj > 2xi for all j > i. Thus,

y1 · · · yd
x1 · · ·xd

> 2
i−1

d · 2
i−2

d · · · 1 · 2
d−1

d · 2
d−2

d · · · 2
i
d = 2

d−1
2 .

Since y1, . . . , yd is an arbitrary sequence with the above properties, we have es-

tablished that cd = 2(d−1)/2.

It is a more difficult task to compute Cd exactly, though the following Propo-

sition provides an upper and lower bound.

Proposition 2.13. 2(d−1)/2 6 Cd 6 (4/e) · 3(d−1)/2, and the lower bound is tight.

Proof. The averaging process is slightly different than before; for each integer a

with x1 6 a < 2x1 we construct a sequence ya1 , . . . , y
a
d satisfying ya1 = a and

yai = 2baia, where bai = − [log2 a− log2 xi] .

As before,

log2

ya1 · · · yad
x1 · · ·xd

=
d∑
i=1

{log2 a− log2 xi} .

Summing over all a, we obtain

2x1−1∑
a=x1

log2

ya1 · · · yad
x1 · · ·xd

=

2x1−1∑
a=x1

d∑
i=1

{log2 a− log2 xi} .

For i = 1, we obtain

2x1−1∑
a=x1

{
log2

a

x1

}
< x1

∫ 2

1

log2 xdx.

17



Now let i > 1. The following equality holds

{log2 a− log2 xi} =

{
log2

a

x1

}
−
{

log2

xi
x1

}
+ ε,

where ε = 0 or 1, depending on whether
{

log2
xi

x1

}
6
{

log2
a
x1

}
or
{

log2
xi

x1

}
>{

log2
a
x1

}
. If

{
log2

xi

x1

}
= 0, then we get the same result as in the case i = 1.

Otherwise, let l be the unique integer satisfying

log2

x1 + l − 1

x1

<

{
log2

xi
x1

}
6 log2

x1 + l

x1

.

Of course, 1 6 l 6 x1. Thus we obtain

2x1−1∑
a=x1

{
log2

a

xi

}
=

2x1−1∑
a=x1

log2

a

x1

− x1

{
log2

xi
x1

}
+ l

<

2x1−1∑
a=x1

log2

a

x1

− x1 log2

x1 + l − 1

x1

+ l

=

2x1−1∑
a=x1

log2

a

x1

− log2

(
1 +

l − 1

x1

)x1

+ l

<

2x1−1∑
a=x1

log2

a

x1

− log2 2l−1 + l

=

2x1−1∑
a=x1

log2

a

x1

+ 1

=

2x1∑
a=x1+1

log2

a

x1

.

The latter is an upper Riemann sum, multiplied by x1, for the function f(x) =

log2 x for the partition

1 =
x1

x1

<
x1 + 1

x1

< · · · < 2x1 − 1

x1

<
2x1

x1

= 2.

It is a simple task to prove that

1

x1

2x1∑
a=x1+1

log2

a

x1

18



is decreasing in x1 and converges to
∫ 2

1
log2 xdx. Without loss of generality, we

may assume that x1 > 2; otherwise we disregard all terms equal to 1, because

we can set yi = xi = 1, and we consider the first term of the sequence x1, . . . , xd

which is greater than 1. So, the maximal value of the Riemann sum is

1

2

(
log2

3

2
+ log2

4

2

)
= log2

√
3,

and hence
2x1−1∑
a=x1

{
log2

a

xi

}
< x1 log2

√
3.

Thus,

2x1−1∑
a=x1

d∑
i=1

{log2 a− log2 xi} < x1

(∫ 2

1

log2 xdx+ (d− 1) log2

√
3

)
,

therefore, there is a number a for which the following inequality holds:

d∑
i=1

{log2 a− log2 xi} < 2− 1

ln 2
+ (d− 1) log2

√
3,

so finally
ya1 · · · yad
x1 · · ·xd

<
4

e
· 3(d−1)/2,

as desired.

As for the other inequality, we will base our arguments on the example at the end

of the proof of Lemma 2.12, which shows cd > 2(d−1)/2. We will actually prove

that for all δ > 0, the following inequality holds:

Cd > (1− δ)
d(d−1)

2 · 2
d−1
2 .

Let δ > 0 be arbitrary, and let M be a positive integer such that

M >
1

δ d
√

2
.
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Define x1 = M and xi+1 =
[
xi

d
√

2
]

for 1 6 i 6 d−1. Let y1, . . . , yd be a sequence

of positive integers satisfying xi 6 yi and yi|yi+1 for all i, such that the product

y1y2 · · · yd is minimal. Since xd < 2x1, we deduce that yd = y1 or 2y1. If y1 = yd,

then by the minimality assumption, yi = xd, for all i. Otherwise, let i be the

maximal index such that yi = xi (i.e., y1 = y2 = · · · = yi, 2yi = yi+1 = · · · = yd).

Then again, by minimality we have that yi = xi. So, the sequence y1, . . . , yd has

the form

xi, . . . , xi︸ ︷︷ ︸
i terms

, 2xi, . . . , 2xi︸ ︷︷ ︸
d−i terms

,

for some index i. We will prove that i = d. Indeed, from the definition of the

sequence {xi}di=1 we have that

xi · d
√

2− 1

xi
<
xi+1

xi
<

d
√

2,

which implies

d
√

2− 1

M
<
xi+1

xi
<

d
√

2,

and since M > 1/(δ d
√

2), we get

(1− δ) d
√

2 <
xi+1

xi
<

d
√

2,

thus for j > i,

(1− δ)j−i · 2
j−i

d <
xj
xi
< 2

j−i
d . (2.9)

For j = d, the right-hand side becomes(
xd
xi

)d
< 2d−i,

or

xdd < 2d−ixdi = xi · · ·xi︸ ︷︷ ︸
i terms

· 2xi · · · 2xi︸ ︷︷ ︸
d−i terms

.

20



So, we proved that yi = xd, for all i. Using the left-hand side inequalities of (4),

for j = d, we obtain
d−1∏
i=1

xd
xi

> (1− δ)
d(d−1)

2 · 2
d−1
2 ,

hence

Cd > (1− δ)
d(d−1)

2 · 2
d−1
2

for all δ > 0, thus

Cd > 2
d−1
2 ,

completing the proof.

We are now able to establish the following inequalities for G(K,Λ), by virtue

of Proposition 2.13, and the methods within the proof:

Theorem 2.14. Let K ∈ Kd, Λ ∈ Ld. Then

G(K,Λ) 6
4

e
(
√

3)d−1

d∏
i=1

qi(K,Λ).

If K ∈ Kd0, then

G(K,Λ) 6
4

e

(
3

√
40

9

)d−1 d∏
i=1

qi(K,Λ).

Proof. The first inequality follows immediately from Corollary 2.10 and Propo-

sition 2.13. For the 0-symmetric case, let k be the smallest index such that

λk > 1. If k = 1, then G(K) = 1, and the conjecture is verified. If k > 1,

then we have a reduction to fewer dimensions, namely k − 1, because K ∩ Λ has

at most k − 1 linearly independent vectors, by the definition of the successive

minima. So, if we intersect K and Λ with the linear hull of these vectors, we get

a (k − 1)-dimensional convex body K ′ and a (k − 1)-dimensional lattice Λ′ such

that λi(K
′,Λ′) 6 1 for all i. Furthermore, G(K,Λ) = G(K ′,Λ′). This shows that
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the problem reduces to the setting where all successive minima are less than or

equal to 1. In this case, all qi are at least equal to 3.

Combining this observation with the proof of Proposition 2.13, allows us to

take x1 > 3 for the purposes of our geometric problem. Therefore, the maximal

value for the upper Riemann sum

1

x1

2x1∑
a=x1+1

log2

a

x1

,

is obtained for x1 = 3, which is

1

3

(
log2

4

3
+ log2

5

3
+ log2

6

3

)
= log2

3

√
40

9
.

Thus, the corresponding constant, under the restriction x1 > 3 is less than or

equal to

4

e

(
40

9

) d−1
3

≈ 1.47152 · 1.64414d−1,

concluding the proof.

2.4 A method by induction

It is clear from the proof of Proposition 2.13 that unless we develop a stronger

geometric argument, we will have an additional exponential constant whose base

is at least
√

2. It is natural to approach Conjecture 2.2, by counting lattice points

on the intersections of K by hyperplanes passing through lattice points.

Let K ∈ Kd0, Λ ∈ Ld. Fix a basis ei = ei(K,Λ) of Λ, that satisfies the

properties given in section 2.2. We will write each vector x of Rd with coordinates

with respect to this basis:

x = (x1, . . . , xd)

= x1e
1 + · · ·+ xde

d.
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Define

K[t] := {x ∈ K|xd = t};

i.e., the subset of K whose elements have fixed height, or the intersection of K

by the hyperplane parallel to the vector subspace spanned by e1, . . . , ed−1. We

can write G(K,Λ) in terms of lattice point enumerators of convex bodies whose

dimension is d− 1; this is the point where induction could be used. Namely,

G(K,Λ) =
∑
t∈Z

G(K[t]− ted,Λd−1).

The bodies K[t] − ted are projections of the intersections K[t] on the vector

subspace spanned by e1, . . . , ed−1 along the lattice vector ed. As before, Λd−1

is the Z-span of e1, . . . , ed−1. Apart from K[0] which is 0-symmetric, the other

projections are not necessarily 0-symmetric. This is the main reason for extending

inequalities (2.1) and (2.2) to the non symmetric case.

Next, observe that

1
2
D(K[t]− ted) ⊂ 1

2
DK,

therefore, for 1 6 i 6 d− 1

λi(K[t]− ted,Λd−1) > λi(K,Λ),

which implies

qi(K[t]− ted,Λd−1) 6 qi(K,Λ),

for 1 6 i 6 d− 1. Assuming that inequality (2.2) holds for d− 1, we have

G(K[t]− ted,Λd−1) 6
d−1∏
i=1

qi(K,Λ),

for all t ∈ Z. Only the factor qd is missing; we could normally expect that the

number of the nonempty “slices”, K[t], is less than qd. But it is not always the

case that this number is less than qd(K,Λ).
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The next step is to group all intersections whose heights are congruent modulo

qd. Doing so, the above sum becomes

G(K,Λ) =

qd−1∑
r=0

∑
t≡r(modqd)

G(K[t]− ted,Λd−1).

It suffices to prove that for each fixed r, we have

∑
t≡r(modqd)

G(K[t]− ted,Λd−1) 6
d−1∏
i=1

qi.

Of course, we could have more than one convex body in the above sum, however,

the above collection of convex bodies K[t] − ted, t ≡ r(modqd) satisfies some

restricting conditions, namely:

(1) D(K[t]− ted) ∩ qi(Λd−1 \ Λi−1) = ∅ for all t ≡ r(modqd) and 1 6 i 6 d− 1.

(2) ((K[t]− ted)− (K[t′]− t′ed)) ∩ qdΛd−1 = ∅ for all t, t′ ≡ r(modqd), t 6= t′.

The two statements above are consequences of Lemma 2.3. Indeed, for (1) we

observe that

D(K[t]− ted) ∩ qi(Λd−1 \ Λi−1) ⊂ DK ∩ qi(Λ \ Λi−1),

and the latter is empty since qi > 2/λi. As for (2), if

((K[t]− ted)− (K[t′]− t′ed)) ∩ qdΛd−1 6= ∅,

then there would exist some v ∈ Λd−1 such that qdv + (t− t′)ed ∈ K[t]−K[t′] ⊂

DK. However, since qd|t− t′, and t 6= t′, the intersection

DK ∩ qd(Λ \ Λd−1)

is nonempty, contradicting Lemma 2.3.

It is natural to state the following conjecture:
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Conjecture 2.15. Let K1, . . . , Kn ⊂ Rd be convex bodies and Λ ∈ Ld. Also, let

e1, . . . , ed be a basis of Λ, and denote by Λi the Z-span of 0, e1, . . . , ei, and let

q1 > q2 > · · · > qd+1 be positive integers satisfying

(1) DKj ∩ qi(Λ \ Λi−1) = ∅ for all 1 6 j 6 n and 1 6 i 6 d.

(2) (Kj −Kl) ∩ qd+1Λ = ∅ for all 1 6 j, l 6 n, j 6= l.

Then
n∑
j=1

G(Kj,Λ) 6
d∏
i=1

qi.

From the above analysis, it is clear that the above conjecture implies inequality

(2.2) for one dimension higher. We will verify this conjecture for d = 1, 2, thus

proving inequality (2.2) in all dimensions up to three. A statement in support of

this conjecture is that condition (2) is too restricting for the convex bodies Kj,

given the fact that qd+1 is smaller than the rest of the qi’s. This statement simply

says that no two translates of Kj and Kl, j 6= l, by vectors of qd+1Λ intersect. In

the next section, we present a more convincing reduction of Conjecture 2.15.

2.4.1 Proof of Conjecture 2.15, d = 1

Without loss of generality, we assume that Λ = Z. Let Kj = [aj, bj], 1 6 j 6 n.

Conditions (1) and (2) read

(1) bj − aj < q1 for all 1 6 j 6 n.

(2) (Kj −Kl) ∩ q2Z = ∅ for all 1 6 j, l 6 n, j 6= l.

If b1 − a1 > q2, then the union of K1 with all its translates by multiples of q2

cover all of R, so by condition (2) we must have n = 1, therefore
n∑
j=1

G(Kj,Λ) = G(K1) 6 q1
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by (1). If b1 − a1 < q2, there is a translate of each Kj by some multiple of q2,

2 6 j 6 n, that lies in (b1, a1 + q2), again by (2). Since they do not intersect each

other by (2), we have

n∑
j=1

G(Kj) 6 G([a1, a1 + q2)) = q2 6 q1.

2.4.2 Proof of Conjecture 2.15, d = 2

Let

D = dim

(( n⋃
j=1

DKj

)
∩ q3Λ

)
.

We distinguish cases for D:

D 6 1: There exists a primitive lattice vector, say v, such that( n⋃
j=1

DKj

)
∩ q3Λ ⊂ Z(q3v)

therefore (( n⋃
j=1

DKj

)
∩ q3

(
Λ \ Zv

))
= ∅.

Find w ∈ Λ such that v, w is a basis for Λ. Then

n∑
j=1

G(Kj,Λ) =

q3−1∑
r=0

n∑
j=1

∑
t≡r(modq3)

G(Kj[t]− tw,Zv).

We will prove that the above sum is less than or equal to q1q3 (which is less than

or equal to q1q2); it suffices to prove that

n∑
j=1

∑
t≡r(modq3)

G(Kj[t]− tw,Zv) 6 q1,

for a fixed r, where the notation Kj[t] refers to the basis v, w. Naturally, we

identify Rv with R, so the collection of all sets Kj,t := Kj[t]− tw (of which only a

finite number are nonempty) is a collection of compact intervals on R. We have

DKj,t ∩ q1(Zv \ {0}) ⊂ DKj ∩ q1(Λ \ {0}),
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which is empty by assumption for all j, so condition (1) of Conjecture 2.15 is

satisfied, for the family of convex bodies Kj,t, the lattice Zv and the positive

integers q1 > q2 > 0. Furthermore, when t 6= t′, if the intersection

(Kj,t −Kj,t′) ∩ q3(Zv)

is nonempty, then there exists u ∈ Zv such that

q3u+ (t− t′)w ∈ Kj[t]−Kj[t
′] ⊂ DKj,

implying

DKj ∩ q3(Λ \ Zv) 6= ∅,

which provides a contradiction, since D 6 1. If i 6= j, and if the intersection

(Ki,t −Kj,t′) ∩ q3(Zv)

is nonempty, then there is u ∈ Zv such that

q3u+ (t− t′)w ∈ Ki[t]−Kj[t
′] ⊂ Ki −Kj,

implying

(Ki −Kj) ∩ q3Λ 6= ∅,

which provides another contradiction. Thus, condition (2) is satisfied, and since

the 1-dimensional case is true, we have

n∑
j=1

∑
t≡r(modq3)

G(Kj[t]− tw,Zv) 6 q1,

as desired.

D = 2: This means that there are two primitive, linearly independent vectors of

Λ in
⋃

DKj, say v, w. We may assume that q3v ∈ DKi and q3w ∈ DKj, for
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some indices i, j. We must show that i = j (if n = 1, this is vacuously true, so

we assume n > 2). We have

Ki ∩ (Ki − q3v) 6= ∅,

so we pick an element x from this intersection. Hence, x, x+ q3v ∈ Ki and,

Kj ∩ (Kj + q3w) 6= ∅,

from which we pick an element y, hence y, y − q3w ∈ Kj. Let Λ̃ = Zv ⊕ Zw, and

consider the fundamental parallelogram of q3Λ̃ with vertices x, x+q3v, x+q3w, x+

q3(v +w), say P . Since P is a fundamental parallelogram, there is a translate of

y by q3Λ̃ (and hence by q3Λ as well) in P . Without loss of generality, we may

assume that y ∈ P (if we translate any Ki by an element of q3Λ, conditions (1)

and (2) still hold). Assume that y = x+ αq3v + βq3w, where 0 6 α, β < 1. Note

that the element

y − βq3w = x+ αq3v

belongs to both conv(x, x+q3v) and conv(y, y−q3w), i.e., the intersection Ki∩Kj

is nonempty. This contradicts condition (2) if i 6= j, so we must have i = j.

Without loss of generality, assume that i = 1, that is, v, w ∈ DK1. Choose

v, w so that the index [Λ : Λ̃] is minimal. Assume that [Λ : Λ̃] > 1. Then there is

a point q3u ∈ q3Λ, such that q3u = µq3v+ νq3w, with 0 < µ, ν < 1. It is not hard

to see that any point in R2 is congruent modulo q3Λ̃ to some point in the par-

allelogram conv(±q3v,±q3w). So, we may assume that q3u ∈ conv(±q3v,±q3w),

and by convexity we also have u ∈ DK1. Since 0 < µ, ν < 1, the lattice gener-

ated by v, u has strictly smaller index in Λ than Λ̃, contradicting the minimality

assumption, therefore we must have Λ = Λ̃. By Lemma 2.16 below, there is some

x ∈ K1 such that the boundary of the fundamental parallelogram of q3Λ with

vertices x, x+ q3v, x+ q3w, x+ q3(v+w) (call it P again) is a subset of K1 + q3Λ.
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By condition (2), all Kj, j 6= 1 avoid K1 + q3Λ, and hence the boundary of P .

Since one translate of Kj by q3Λ intersects P , as it is a fundamental parallelogram

of q3Λ, this translate must lie inside of P , by convexity since the boundary of P

splits the plane R2 into two disjoint regions. Thus, all Kj for j > 1 satisfy the

additional property

DKj ∩ q3(Λ \ {0}) = ∅.

Now, let

S =
(⋃
j>1

Kj

)
∩ Λ.

From the previous identity we get

DS ∩ q3(Λ \ {0}) = ∅,

and condition (2) implies

(K1 − S) ∩ q3Λ = ∅,

Therefore, K1 and S satisfy the conditions of Lemma 2.6, for r = q3, and d = 2.

So, there is a finite set S ′ ⊂ Λ, obtained from S by translating each element of S

with an element of q3Λ, satisfying

DS ′ ∩ q2(Λ \ {0}) = ∅

and

(K1 − S ′) ∩ q2Λ = ∅,

since q2 > q3. Then,

n∑
j=1

G(Kj,Λ) = G(K1,Λ) + #(S ′) =

=

q2−1∑
r=0

∑
t≡r(modq2)

G(K1[t]− te2,Ze1) +

q2−1∑
r=0

∑
t≡r(modq2)

#(S ′[t]− te2).
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Here, the notation K[t] refers to the original basis e1, e2. It suffices to prove that

for fixed r,

∑
t≡r(modq2)

G(K1,t,Ze1) +
∑

t≡r(modq2)

#(S ′[t]− te2) 6 q1.

We identify Re1 with R. Hence, we have a finite collection of nonempty compact

intervals, K1,t, and some lattice points which come from S ′[t] − te2. Assume

that S ′[t] − te2 = {m1e
1, . . . ,mke

1}, where m1,m2, . . . ,mk are distinct integers.

Again, we have

DK1,t ∩ q1(Ze1 \ {0}) ⊂ DKj ∩ q1(Λ \ {0}) = ∅,

so condition (1) is satisfied for the intervals K1,t and m1e
1, . . . ,mke

1 (it is trivial

for a point). If the intersection

(K1,t −K1,t′) ∩ q2(Ze1)

is nonempty for some t 6= t′, then there is some u ∈ Ze1, such that

q2u+ (t− t′)e2 ∈ K1[t]−K1[t′] ⊂ DK1,

which implies (since q2|t− t′)

DK1 ∩ q2(Λ \ Λ1) 6= ∅,

contradicting condition (1). Furthermore,

(K1,t − {mie
1}) ∩ q2(Ze1) ⊂ (K1 − S ′) ∩ q2Λ = ∅,

and for i 6= j,

{mie
1} − {mje

1} ∩ q2(Ze1) ⊂ DS ′ ∩ q2Λ = ∅,
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so condition (2) holds as well for the intervals K1,t and the points m1e
1,m2e

1,

. . . ,mke
1, with respect to the lattice Ze1 and the integers q1 > q2, hence∑

t≡r(modq2)

G(K1,t,Ze1) +
∑

t≡r(modq2)

#(S ′[t]− te1) 6 q1,

as desired, completing the proof.

This implies that inequality (2.2) is true for d 6 3. We observe that in order

to prove Conjecture 2.15 for d = 2, we used the result for d = 1. This is exactly

the purpose of stating a stronger conjecture than inequality (2.2); we might be

able to use induction on the dimension, something that did not seem possible

in this inequality. However, when d > 2, we need something more than just

induction. For d = 2, Lemma 2.6 was used, because when D = 2, all but one

of the Kj must be confined in a fundamental parallelogram. This is not true in

higher dimensions in general; perhaps we need a stronger version of Lemma 2.6.

We conclude this section with the following lemma, that was used for the

proof of Conjecture 2.15, case d = 2:

Lemma 2.16. Let K ∈ K2, and v1, v2 ∈ R2 two linearly independent vectors such

that the intersections K ∩ (K + v1) and K ∩ (K + v2) are nonempty. Then there

exists a point x ∈ K such that the boundary of the parallelogram with vertices

x, x+v1, x+v2, x+v1 +v2 is contained in K+Λ, where Λ is the lattice generated

by v1, v2.

Proof. From the hypothesis, there is a line parallel to v1 contained in K + Zv1,

and similarly, a line parallel to v2 contained in K + Zv2. Let y be the point of

intersection; then the lines parallel to v1, v2, passing through y are contained in

K+Λ. The same happens with any lattice translate of y. Pick one such translate

that belongs to K, say x. Considering the translates x+ v1, x+ v2, x+ v1 + v2,

we deduce that the union of lines parallel to v1, v2 and passing through x, x+v1,
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x+v2, x+v1 +v2 is a subset of K+Λ. It is clear that this union of lines contains

the boundary of the fundamental parallelogram with vertices x, x + v1, x + v2,

x+ v1 + v2, as desired.

2.5 Reductions of Conjecture 2.2

Two reductions of inequality (2.2) will be given; the first one is a reduction of

Conjecture 2.15, while the second one is a certain monotonicity property for the

discrete measure that is satisfied by the Lebesgue measure.

2.5.1 A simultaneous translation problem

Observing the proof for the two-dimensional case of Conjecture 2.15, we see that

the main technique was projecting onto a certain hyperplane, and then using

induction with the result for the one-dimensional case. Can we do this in the

general case? In particular, what happens when we consider the projections

Kj,t = Kj[t] − ted for 1 6 j 6 n, t ≡ r(modqd), for a fixed r? Do they satisfy

conditions (1), (2) of the conjecture, for the lattice Λd−1, the basis e1, . . . , ed−1

and the integers q1 > · · · > qd? Not in general. They do, however, in the special

case when qd+1 divides qd. If so, we can replace (2) with the weaker condition

(Kj −Kl) ∩ qdΛ = ∅,

simply because qdΛ is a sublattice of qd+1Λ. Indeed,

DKj,t ∩ qi(Λd−1 \ Λi−1) ⊂ DKj ∩ qi(Λ \ Λi−1) = ∅.

For t 6= t′, t ≡ t′(modqd), we have

(Kj,t −Kj,t′) ∩ qdΛd−1 = (Kj[t]−Kj[t
′]) ∩ (qdΛ

d−1 + (t− t′)ed)

⊂ DKj ∩ qd(Λ \ Λd−1) = ∅,
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and for j 6= l, t ≡ t′(modqd), we have

(Kj,t −Kl,t′) ∩ qdΛd−1 = (Kj[t]−Kl[t
′]) ∩ (qdΛ

d−1 + (t− t′)ed)

⊂ (Kj −Kl) ∩ qdΛ = ∅.

Hence, as long as qd+1 divides qd, we can apply the induction step, using the

projection technique. Given the result of Conjecture 2.15 for d = 2, we establish

the following:

Theorem 2.17. Let K1, . . . , Kn ⊂ Rd be convex bodies and Λ ∈ Ld. Also, let

e1, . . . , ed be a basis of Λ, and denote by Λi the Z-span of 0, e1, . . . , ei, and let

q1 > q2 > · · · > qd+1 be positive integers satisfying

(1) DKj ∩ qi(Λ \ Λi−1) = ∅ for all 1 6 j 6 n and 1 6 i 6 d.

(2) (Kj −Kl) ∩ qd+1Λ = ∅ for all 1 6 j, l 6 n, j 6= l.

(3) qd+1|qd| · · · |q3.

Then
n∑
j=1

G(Kj,Λ) 6
d∏
i=1

qi.

Our next objective is to get rid of the successive divisibility property, (3).

What happens when qd+1 does not divide qd? We cannot use the same technique

anymore, as the projected convex bodies will not always satisfy condition (2).

Can we somehow replace qd+1 by qd in condition (2)? We might need to translate

the given convex bodies, but we should translate them by a lattice vector, so that

the lattice point enumerator remains invariant. We pose the following:

Problem. Let K1, K2, . . . , Kn be convex bodies in Rd, Λ a lattice, and r be a

positive integer, such that the following property holds:

(Ki −Kj) ∩ rΛ = ∅,
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for i 6= j, 1 6 i, j 6 n. Given a positive integer t > r, is it true that we can

translate each Ki by a lattice vector, thus obtaining the convex bodies K ′1, . . . , K
′
n,

so that the following property holds for i 6= j, 1 6 i, j 6 n

(K ′i −K ′j) ∩ tΛ = ∅?

It is obvious from the analysis at the beginning of the subsection that if

this problem is answered in the affirmative, then it implies Conjecture 2.15, and

consequently inequality (2.2) for all dimensions. It should be noted that Lemma

2.6 is a special case of this problem and the case n = 2 is covered as a simple

consequence of Lemma 2.5. Lastly, the one-dimensional case is trivial, or the case

where r divides t. In this case, we do not have to translate the convex bodies at

all.

Finally, we state the following corollary to Theorem 2.17, which is a slight

improvement of Theorem 2.8:

Corollary 2.18. Let K ∈ Kd, Λ ∈ Ld, qi = qi(K,Λ). Let n1, n2, . . . , nd be a

decreasing sequence of positive integers such that

(1) qi 6 ni, for 1 6 i 6 d.

(2) nd|nd−1| · · · |n3.

Then

G(K,Λ) 6
d∏
i=1

ni.

Proof. Let ei = ei(K,Λ), Λi = Λi(K). From the analysis at the beginning of

section 2.4, it is clear that the slices K[t] − ted, for t ≡ r(modnd), and numbers

n1 > n2 > · · · > nd satisfy conditions (1), (2), and (3) of Theorem 2.17, whence

the desired inequality.
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In particular, inequality (2.2) is verified when qd|qd−1| · · · |q3. This shows that

the verification of Conjecture 2.15 for d = 2 implies that we need not include

the first two terms in this successive divisibility property. And it is clear, that

if Conjecture 2.15 is proven for, say d = s, then inequality (2.2) is verified when

qd|qd−1| · · · |qs+1.

2.5.2 The discrete monotonicity property

In every proof of Minkowski’s second theorem, a monotonicity property for the

Lebesgue measure is proven in one form or another. For example, Bambah

[BWZ65] proves that

vol(tK/L) > td−i vol(K/L),

where t > 1, K ∈ Kd, L is a discrete subgroup of Rd whose rank is equal to

i, and vol(K/L) is the Lebesgue measure of K taken modulo L; i.e., identifying

two points of K that are congruent modulo K. The above is equivalent to the

assertion that
vol(K/rL)

ri

is decreasing in r > 0. This so-called continuous monotonicity property, and

holds for all convex bodies K and discrete subgroups L of Rd, unconditionally.

We now state the discrete monotonicity property; we first replace the d-

dimensional Lebesgue measure by a discrete measure corresponding to a lattice

Λ, so that the measure of a given set A is simply the cardinality of A∩Λ. Instead

of discrete subgroups of Rd we consider subgroups of Λ.

Definition. Let K ∈ Kd, Λ ∈ Ld. We say that K satisfies the discrete mono-

tonicity property with respect to Λ, if for any subgroup of Λ, say Λ̃, the
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following sequence is decreasing in r > 0, r ∈ Z:

DΛ(K, rΛ̃)

ri
,

where i is the rank of Λ̃.

Here DΛ(K, rΛ̃) denotes the cardinality of the set K∩Λ taken modulo rΛ̃. In

this setting, we require that r be an integer, because we need rΛ̃ to be a subset of

Λ. It is clear that DΛ(K, rΛ̃) is the corresponding quantity of vol(K/rΛ) above.

Next we prove the following helpful lemma:

Lemma 2.19. Let K ∈ Kd, Λ ∈ Ld, a1, . . . , ad d linearly independent vectors of

Λ and

Li := Za1 ⊕ · · · ⊕ Zai.

Assume that DK ∩ (Ld \ Li) = ∅. Then

DΛ(K,Ld) = DΛ(K,Ld−1) = · · · = DΛ(K,Li).

Proof. The hypothesis simply implies that if two points x, y ∈ K∩Λ are congruent

modulo Ld, then they must be congruent modulo Li, and consequently congruent

modulo Lj, for i 6 j 6 d. The lemma then follows from the definition of

DΛ(K,Li).

Theorem 2.20. Assume that K ∈ Kd satisfies the discrete monotonicity property

with respect to Λ ∈ Ld. Then

G(K,Λ) 6
d∏
i=1

qi(K,Λ).

Proof. Let Λi = Λi(K), for 0 6 i 6 d, and qi = qi(K,Λ). By Lemma 2.3, we

have DK ∩ qi(Λ \ Λi−1) for all i, and by the virtue of Lemma 2.19 we have the
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following series of equalities/inequalities:

qdd > DΛ(K, qdΛ) = DΛ(K, qdΛ
d−1)

>

(
qd
qd−1

)d−1

DΛ(K, qd−1Λd−1) =

(
qd
qd−1

)d−1

DΛ(K, qd−1Λd−2)

...

>

(
qd
qd−1

)d−1(
qd−1

qd−2

)d−2

· · · q2

q1

DΛ(K, q1Λ1)

=

(
qd
qd−1

)d−1(
qd−1

qd−2

)d−2

· · · q2

q1

DΛ(K, q1Λ0)

=

(
qd
qd−1

)d−1(
qd−1

qd−2

)d−2

· · · q2

q1

G(K,Λ)

whence

G(K,Λ) 6
d∏
i=1

qi.

The continuous monotonicity property is proven using the homogeneity of

the Lebesgue measure. This property is not valid for the discrete measure, so we

expect that it might be very difficult to prove the discrete monotonicity property

for all convex bodies and lattices.
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CHAPTER 3

Davenport’s Problem

We will present a notable generalization of Minkowski’s theorems on successive

minima, namely Davenport’s problem. We expand upon the attempts to solve

Davenport’s problem to date, in order to introduce some interesting notions,

central to the geometry of numbers, as well as to emphasize the similarity between

the methods employed herein and those used for Conjecture 2.2. Along the way,

we provide an independent proof for some results related to Davenport’s problem,

originally attributed to Chabauty and Rogers.

3.1 Statement of the problem

Before stating the problem, we need some basic definitions.

Definition. Let K ∈ Kd0. A lattice Λ is called a packing lattice for K, if two

different translates v1+K, v2+K, v1 6= v2 ∈ Λ, have no interior points in common,

or equivalently, if int(2K) ∩ Λ = {0}. We denote by δ(K,Λ) the density of the

non-overlapping arrangement K + Λ, which is the proportion of space occupied

by all the translates of K by points of Λ, given by

δ(K,Λ) =
vol(K)

d(Λ)
.

The supremum of all such densities as Λ ranges over the packing lattices of K, is

called the density of a densest lattice packing of K, and is denoted by δ(K).
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Since δ(K) 6 1, the following theorem provides a stronger version of Theorem

1.1 originally proven by Minkowski [Min96]:

Theorem 3.1. Let K ∈ Kd0, Λ ∈ Ld. Then

vol(K) 6 δ(K)d(Λ)

(
2

λ1(K,Λ)

)d
. (3.1)

Proof. By definition of the first successive minimum, Λ is a packing lattice for

the body (λ1(K,Λ)/2)K. Indeed, since int(λ1K) ∩ Λ = {0}. Therefore

δ(K) >
vol(λ1

2
K)

d(Λ)
,

or equivalently

vol(K) 6 δ(K)d(Λ)

(
2

λ1(K,Λ)

)d
.

Can we replace (2/λ1)d by the product of 2/λi, as with Minkowski’s first and

second theorem on successive minima? This is the statement of Davenport’s

problem [Dav49].

Problem. Let K ∈ Kd0, Λ ∈ Ld. Then

vol(K) 6 δ(K)d(Λ)
d∏
i=1

2

λi(K,Λ)
. (3.2)

Minkowski [Min96] proved the case d = 2, as well as the general result for

the special class of ellipsoids whereas Woods [Woo56] tackled the case d = 3.

We provide proofs for the two-dimensional case, as well as for ellipsoids, in the

subsequent sections.

In the general case, Rogers [Rog49] proved that inequality (3.2) holds up to

a factor of 2(d−1)/2, and around the same time, Chabauty [Cha49] improved this

factor to 2
d−1

2
−1
d .
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3.2 The anomaly of a convex body

Inequality (3.2) can also be written as

d(L) 6 d(Λ)
d∏
i=1

2

λi(K,Λ)
,

where L ∈ Ld is a densest packing lattice for K. It is natural to consider the

infimum of the right hand side, or equivalently:

Definition. Let K ∈ Kd0, L ∈ Ld, such that L is a packing lattice for K. Then

the supremum of the quantity

d(L)

d(Λ)

d∏
i=1

λi(K,Λ)

2

as Λ ranges over all lattices, is called the anomaly of K, and is denoted by α(K).

A consequence of the above definition is the following corollary.

Corollary 3.2. Let K ∈ Kd0, Λ ∈ Ld. Then

vol(K) 6 α(K)δ(K)d(Λ)
d∏
i=1

2

λi(K,Λ)
.

Therefore, inequality (3.2) is equivalent to α(K) 6 1. Since we always have

α(K) > 1, the following theorem shows that (3.2) is equivalent to α(K) = 1.

Theorem 3.3. Let K ∈ Kd0. Then

1 6 α(K) 6 2
d−1
2 .

Proof. Let L be a densest lattice packing for K. Since int(2K) ∩ L = {0}, we

have λ1(K,L) > 2 (one can show that equality holds, but this is unnecessary

here). Thus,

α(K) >
d∏
i=1

λi(K,L)

2
> 1.
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Now consider an arbitrary, but fixed, lattice Λ. Let µ1, µ2, . . . , µd be a sequence

of positive reals such that µi

µi+1
∈ Z, µi > 2/λi, for all i, where λi = λi(K,Λ), and

d∏
i=1

µiλi
2

6 2
d−1
2 .

Such a choice is possible by Lemma 2.12. Let ei = ei(K,Λ) form a basis of Λ as

in section 2.2. Consider the lattice

Λ̃ = Zµ1e
1 ⊕ · · · ⊕ Zµded.

We will prove that Λ̃ is a packing lattice for K. It suffices to prove that

int(2K) ∩
(

Λ̃ \ {0}
)

= ∅.

This follows from Lemma 2.3, and the fact that

Λ̃ \ {0} ⊂
d⋃
i=1

µi
(
Λ \ Λi−1

)
,

which follows from the inverse successive divisibility property of the µi’s, exactly

as in the proof of Theorem 2.8. By definition of L we have

d(L) 6 d(Λ̃) = d(Λ)
d∏
i=1

µi 6 2
d−1
2 d(Λ)

d∏
i=1

2

λi

or equivalently,

d(L)

d(Λ)

d∏
i=1

λi
2

6 2
d−1
2

for all lattices Λ. Taking the supremum of the left hand side, we attain the

inequality

α(K) 6 2
d−1
2 .
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Corollary 3.4. Let K ∈ Kd0, Λ ∈ Ld. Then

vol(K) 6 2
d−1
2 δ(K)d(Λ)

d∏
i=1

2

λi(K,Λ)
.

From the proof of Theorem 3.3 we can also deduce:

Proposition 3.5. Let K ∈ Kd0, Λ ∈ Ld, such that λ1|λ2| · · · |λd. Then K,Λ

satisfy inequality (3.2).

In particular, 3.2 is satisfied when all the successive minima are equal.

3.3 The projective closure property

Definition. Let K ∈ Kd0. We say that K satisfies the projective closure property

if for each linear subspace V , there is a linear complement W (i.e., Rd = V ⊕W )

such that the projection of K on W along V is a subset of K. If for a specific

subspace V there exists such a subspace W , we will say that the pair K is

projectively closed with respect to V .

We should note that the projective closure property is invariant under non-

singular linear transformations. Furthermore, the quantities δ(K) and α(K) are

also invariant under the action of GLn(R), however the successive minima are not

invariant (i.e., λi(K,Λ) is not necessarily equal to λi(TK,Λ)). This means that

we can reduce to a more manageable convex body via a linear transformation, in

order to produce bounds for the anomaly of a certain convex body.

Theorem 3.6. Let K ∈ Kd0, Λ ∈ Ld. Assume that K ∈ Kd0 satisfies the projective

closure property. Then K,Λ satisfy inequality (3.2).

Proof. Let i be the maximal index such that λ1(K) = λi(K). As noted before,

the case i = d is already known, so we may assume i < d. Also, let ai = ai(K,Λ)
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be defined as in section 2.2. Let V be the linear subspace spanned by a1, . . . , ai.

Since K satisfies the projective closure property, there is a linear complement W

of V , such that the projection of K on W along V is a subset of K.

In particular, this implies that for a real t > 1 and T ∈ GLn(R) defined by

T (v+w) = v+ tw, when v ∈ V , w ∈ W ; then T ·K ⊂ tK, for all such t. Indeed,

let v + w ∈ K be arbitrary, where v ∈ V , w ∈ W . By definition of W , we have

w ∈ K, therefore, tv + tw, tw ∈ tK, and by convexity of K and the fact that

t > 1, we have T (v + w) = v + tw ∈ K. Since v + w is arbitrary, we obtain

T ·K ⊂ tK.

For such T , put Kt = T ·K. Now, let t be the least positive real, greater than

1 with

dim((λi(K,Λ)Kt) ∩ Zd) > i+ 1,

where we always consider the 0-symmetric convex body Kt, with respect to the

decomposition V,W . We remind the reader that i = dimV . Since λi(K,Λ) <

λi+1(K,Λ) we must have t > 1.

Next, we will try to compute the successive minima of Kt, especially the first

i+ 1 minima. The inclusion Kt ⊂ tK implies the following inequalities for all j:

t−1λj(K,Λ) 6 λj(Kt,Λ).

Now, we will prove that λi(K,Λ) = λ1(Kt,Λ) = λi+1(Kt,Λ), therefore λj(K,Λ) =

λj(Kt,Λ) for all 1 6 j 6 i, and hence

λ1(Kt,Λ) = · · · = λi+1(Kt,Λ).

We do so by proving that int(λi(K,Λ)Kt) ∩ Zd = {0}. Let y ∈ Zd be such that

y ∈ int(λi(K,Λ)Kt). If y ∈ V , then y ∈ int(λi(K,Λ)K), because K∩V = Kt∩V .

Since λ1(K,Λ) = λi(K,Λ), we must have y = 0. If y /∈ V , then the result follows
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from the minimality assumption on t. Assuming otherwise, y ∈ int(λi(K,Λ)Kt),

there exist v ∈ V , w ∈ W such that v + w ∈ λi(K,Λ)K and y = v + tw. Since

y ∈ int(λi(K,Λ)Kt), there is some real r with t < r < t2 such that v + rw ∈

int(λi(K,Λ)Kt), hence y = v + tw ∈ int(λi(K,Λ)Ks), where 1 < s = t2/r <

t, contradicting the minimality of t. This proves that λi(K,Λ) 6 λ1(Kt,Λ).

Furthermore, λi(K,Λ) > λi+1(Kt,Λ) follows from the fact that

dim((λi(K,Λ)Kt) ∩ Zd) > i+ 1,

concluding that λi(K,Λ) = λ1(Kt,Λ) = λi+1(Kt,Λ), thus

λ1(Kt,Λ) = · · · = λi+1(Kt,Λ).

The fact that λj(K,Λ) = λj(Kt,Λ) for all 1 6 j 6 i and (2) implies that

t− dim(W )δ(Kt)
d∏
j=1

2

λj(Kt,Λ)
6 δ(K)

d∏
j=1

2

λj(K,Λ)
(3.3)

and

vol(K) = t− dim(W ) vol(Kt). (3.4)

We deduce from (3.3) and (3.4) that if inequality (3.2) holds for Kt, then it must

also hold for K. However, the maximal index for which λ1(Kt,Λ) = λj(Kt,Λ)

is strictly greater than that for K (which is equal to i), which shows that the

problem reduces to the case where all successive minima are equal, which is

covered by Proposition 3.5, so we are done.

Consequently, any K ∈ Kd0 satisfying the projective closure property, also sat-

isfies α(K) = 1. The next theorem yields Minkowski’s result, which is inequality

(3.2) for ellipsoids.

Theorem 3.7. All ellipsoids centered at the origin satisfy the projective closure

property.
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Proof. Since the validity of this property is invariant under the action of GLn(R),

it suffices to prove the above statement for the unit ball, B. Take V to be

any linear subspace of Rd, and take W to be its orthogonal complement. Let

v + w ∈ B, where v ∈ V and w ∈ W . By the Pythagorean theorem,

‖w‖2 6 ‖v‖2 + ‖w‖2 = ‖v + w‖2 6 1,

which shows that w ∈ B (where ‖·‖ is the euclidean norm). This completes the

proof.

Corollary 3.8. All ellipsoids satisfy inequality (3.2), and have anomaly 1.

3.4 Chabauty’s result

Chabauty’s result [Cha49] is a consequence of the next proposition and a gener-

alization of Rogers Lemma 2.12 to a more general setting.

Proposition 3.9. Let K ∈ Kd0 and V a linear subspace of Rd of dimension d−1.

Then K is projectively closed with respect to V .

Proof. Pick an arbitrary vector y not in V . Since K is compact, the supremum

over all positive t for which ty + V intersects K is finite. Furthermore, if we

denote by s this supremum, sy + V must intersect K by the compactness of K.

Let w be in the intersection of sy + V and K. Since K is d-dimensional (i.e., 0

lies in its interior), we have s > 0 and w /∈ V . Furthermore, w + V has no point

in common with the interior of K; in fact, tw + V intersects K if and only if

|t| 6 1. Let W be the linear subspace spanned by w. We will prove that W is the

desired linear complement of V . To this end, we consider v+u ∈ K, where v ∈ V

and u ∈ W . Since u + V intersects K, we must have u = tw where |t| 6 1. By

convexity and symmetry of K, we deduce that w ∈ K, completing the proof.
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Letting V be the linear subspace spanned by the vectors ai(K,Λ), 1 6 i 6

d − 1, we can use the technique in the proof of Theorem 3.6 to reduce Daven-

port’s problem to the case where λd−1(K,Λ) = λd(K,Λ). Now, as in the proof of

Theorem 3.3, we consider the packing lattice Λ̃ for K which is spanned by the vec-

tors µ1e
1, . . . , µde

d, where µ1, . . . , µd are positive reals such that µd|µd−1| · · · |µ1,

µi > 2/λi for all i, and the product

d∏
i=1

λiµi
2

(3.5)

is as small as possible. Using Lemma 2.12, we were able to bound this product

by 2(d−1)/2. But since λd−1 = λd, we should be able to find a better bound. The

value of this improved bound follows from the following generalization of Lemma

2.12.

Lemma 3.10. Let m1, . . . ,mn be fixed positive integers. Let c(m1, . . . ,mn) de-

note the least positive real c with the following property: for each sequence of real

numbers 0 < x1 6 . . . 6 xn there is another sequence y1, . . . , yn such that xi 6 yi,

yi+1/yi ∈ Z for all i, and
d∏
i=1

(
yi
xi

)mi

6 c.

Then,

log2 c(m1, . . . ,mn) 6
(
∑n

i=1mi)
2 −

∑n
i=1m

2
i

2
∑n

i=1mi

.

Proof. We adapt the proof of Lemma 2.12 in this general case. Again, for each i

we construct the sequence yi1, . . . , y
i
d that satisfies

yii = xi, yij = 2aijxi, for j 6= i where aij = −
[
log2

xi
xj

]
.

aij is the unique integer satisfying

xj 6 2aijxi < 2xj.
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Therefore,

log2

yij
xj

= {log2 xi − log2 xj} ,

for all j, so

mi log2

n∏
j=1

(
yij
xj

)mj

=
n∑
j=1

mimj {log2 xi − log2 xj} .

Summing over all i, we obtain

n∑
i=1

mi log2

d∏
j=1

(
yij
xj

)mj

=
n∑

i,j=1

mimj {log2 xi − log2 xj} .

For any pair, (i, j) with i 6= j, {log2 xi − log2 xj} + {log2 xj − log2 xi} 6 1 (for

i = j it vanishes). Hence

n∑
i=1

mi log2

n∏
j=1

(
yij
xj

)mj

6
∑

16i<j6n

mimj =
1

2

( n∑
i=1

mi

)2

−
n∑
i=1

m2
i

 .

Hence, there is an index i such that

log2

n∏
j=1

(
yij
xj

)mj

6
(
∑n

i=1mi)
2 −

∑n
i=1m

2
i

2
∑n

i=1 mi

.

Since the increasing sequence x1, . . . , xn is arbitrary, we obtain the desired in-

equality.

Now we can establish:

Proposition 3.11. (Chabauty) For all K ∈ Kd0 we have

α(K) 6 2
d−1
2
− 1

d .

Proof. Returning to the argument preceding Lemma 3.10, we can see that we can

bound the product in (3.5) by c(1, . . . , 1︸ ︷︷ ︸
d−2 times

, 2), which by Lemma 3.10 is bounded

above by 2(d−1)/2−1/d. Therefore, as in the proof of Theorem 3.6, we obtain

α(K) 6 2
d−1
2
− 1

d .
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This immediately proves inequality (3.2) for the planar case (which is due to

Minkowski [Min96]):

Corollary 3.12. If K ∈ K2
0. Then α(K) = 1.

Proof. The result follows by setting d = 2 in Proposition 3.11.
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APPENDIX A

A proof of Minkowski’s second theorem on

successive minima

We will present a proof of Minkowski’s second theorem on successive minima,

motivated by the ideas in Chapter 2. From a different point of view, we could

say that all the ideas within that chapter, are an attempt to “discretize” this

proof.

In the continuous case, many of the arguments presented in Chapter 2 are

easier to show. We begin with:

Proposition A.1. Let K1, . . . , Kn ∈ Kd, Λ ∈ Ld, 0 < r < t ∈ R. Assume that

(int(Ki)− int(Kj)) ∩ rΛ = ∅ (A.1)

whenever 1 6 i < j 6 n. Then there are v1, . . . , vd ∈ Rd such that the convex

bodies K ′i = Ki + vi, 1 6 i 6 d, satisfy

(int(K ′i)− int(K ′j)) ∩ tΛ = ∅. (A.2)

Proof. By hypothesis, we have

(int( t
r
Ki)− int( t

r
Kj)) ∩ tΛ = ∅, (A.3)

rescaling (A.1) by t/r. Pick arbitrary points x1, . . . , xn in K1, . . . , Kn respectively.

Then,

Ki − xi ⊂ t
r
(Ki − xi),
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hence

Ki +
(
t
r
− 1
)
xi ⊂ t

r
Ki,

so the vectors vi = ( t
r
− 1)xi satisfy the required properties, as can be seen from

(A.3).

Next, we will prove the continuous counterpart of Conjecture 2.15. We will

use the same approach as in the subsection 2.5.1, with the notable difference that

this approach works specifically because of Proposition A.1.

Theorem A.2. Let K1, . . . , Kn ⊂ Rd be convex bodies. Also, let

ei = (0, . . . , 0, 1︸︷︷︸
ith coordinate

, 0, . . . , 0)

with 1 6 i 6 d be the standard basis of Λ = Zd, and denote by Λi the Z-span of

0, e1, . . . , ei, and let µ1 > µ2 > · · · > µd+1 be positive real numbers satisfying

(1) D(int(Kj)) ∩ µi(Λ \ Λi−1) = ∅ for all 1 6 j 6 n and 1 6 i 6 d.

(2) (int(Kj)− int(Kl)) ∩ µd+1Λ = ∅ for all 1 6 j, l 6 n, j 6= l.

Then
n∑
j=1

vol(Kj) 6
d∏
i=1

µi.

Proof. By virtue of Proposition A.1 and the fact that µd > µd+1, we can substi-

tute condition (2) by

(int(Kj)− int(Kl)) ∩ µd+1Λ = ∅

for all 1 6 j, l 6 n, j 6= l. In other words, we may assume without loss of

generality that µd = µd+1. Notice that condition (1) still remains true under

translation. We now use the notation of section 2 to deduce the formula
n∑
j=1

vol(Kj) =

∫ µd

0

n∑
j=1

∑
t≡r(modµd)

vold−1(Kj,t)dr
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where vold−1 is the d− 1-dimensional Lebesgue measure, where we identify Rd−1

by the vector subspace spanned by e1, . . . , ed−1. As we did in subsection 2.5.1,

it is easy to verify conditions (1) and (2) for the projected slices Kj,t, where

t ≡ r(modµd) for a fixed r, the positive reals µ1 > · · · > µd and the basis

e1, . . . , ed−1 of Rd−1. Hence,

n∑
j=1

∑
t≡r(modµd)

vold−1(Kj,t) 6
d−1∏
i=1

µi

for all r, therefore
n∑
j=1

vol(Kj) 6
d∏
i=1

µi,

as desired. It only remains to prove the case d = 1, but this is trivial, as in the

case of the Conjecture 2.15.

We can deduce Minkowski’s second theorem, by applying Theorem A.2 to an

arbitrary convex body K ∈ Kd, and Λ = Zd. We put n = 1, K1 = K, and

without loss of generality we further assume that we can choose ei = ei(K,Λ) to

be the standard basis of Zd. Condition (2) is redundant when n = 1, and we can

verify condition (1) with µi = 2/λi(K), 1 6 i 6 d, and µi+1 = µi. Theorem A.2

thus yields:

vol(K) 6
d∏
i=1

2

λi(K)
.

Notice that this method deals simultaneously with the non-symmetric setting.

Furthermore, we can always assume that the ei form a standard basis, since the

ratio
vol(K)

d(Λ)

is invariant under the action of GL(d,R); i.e.,

vol(K)

d(Λ)
=

vol(TK)

d(TΛ)
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for all T ∈ GL(d,R), and so are the successive minima; i.e.,

λi(K,Λ) = λi(TK, TΛ),

for all i and T ∈ GL(d,R).
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